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Results

Dataset: BSD500

Why GAN? 

● Pixelwise loss      is insensitive to holes and 
sensitive to shifts of the boundary. 

GAN as a Structured Loss

Stabilizing GAN Training

● A smooth auxiliary-task loss which involves the 
distance transform of the affinities.

● This empirically stabilizes the training and further 
improves the quality of the affinities.

Smooth Auxiliary Loss

● Strongly penalizes holes in the affinities when 
compared to small shifts in the affinities.

● The GAN loss improves the qualities of the 
affinities.

SHIFT

● Pixelwise loss:

● Discriminator:
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